INTRODUCTION.

A mixed system using RISC/UNIX and LynxOS can provide advantages for control systems for accelerators, due to its flexibility, calculation power and cost/performance ratio. A workstation-based accelerator study system is planned for the KEK Photon Source (KEK-PS). The expected performance will provide a more sophisticated environment for accelerator studies and operation. The unified data acquisition and control system should shorten the time needed for the accelerator studies and should produce high quality beams as a result.

COMPUTER NETWORK.

The computing environment is a distributed system, connected by a network. We can now use a sophisticated network environment easily and at a relatively low cost. Since the accelerator is a large machine, the equipment for monitoring and control has to be distributed around it, as the signals from beam monitors are small compared with noise from such as pulsed magnets, and long cables would make the situation worse. Such signals are collected and digitized in the auxiliary rooms round the ring and transferred to the centre through the network.

The accelerator needs a highly-networked data handling system. In high energy physics, much effort has been spent in developing fast data transfer systems, due to the gigantic data sets from the large experiments which need to be transferred and processed. The spread of more general networks has brought the requirement for ever higher-speed data transfer and the accelerator requirements can now be satisfied by commercial firms. For the data links, Ethernet normally has sufficient speed, is reliable and is relatively cheap. If the speed is insufficient it can easily be upgraded to a faster network, such as FDDI, by changing cards. It is also worthwhile to use the RISC/UNIX system in computers connected by Ethernet for accelerator data transfer, rather than developing a special system oneself.

At the KEK-PS, the control system consists of a VME/satellite computer system [1], running VersaDOS and connected by a MAP network, which gives a data transfer rate of a few tens of kilobytes per second. Although VersaDOS was developed for distributed real-time computing environments, there is no plan for its updating and the MAP transfer rate is too slow for the increasing requirements for data transfer, so it should be replaced in the near future. A good candidate for this is UNIX on an Ethernet system because such a combination gives flexibility, network advantages and a graphical user interface. Early in 1995, the LANs at KEK were almost entirely replaced to cope with the expected future requirements. Subsequently, some workstations have been introduced to work in parallel with the VME/satellite system, as shown in Fig.1.

APPLICATIONS.

Partial replacement of the monitor and control system has begun. We started by making a communication port to the present VME system from the Ethernet environment. It became possible to transfer commands and data between UNIX and VersaDOS through shared memory, but this is only temporary and is not perfect. This is the only port connecting the two systems and its capacity is insufficient for continuous monitoring or any application that requires a large data transfer. In addition, some VersaDOS commands cannot be invoked through this system.
Figure 1. Schematic diagram of KEK-PS control

Figure 2. GUI of main ring magnet pattern controller

Magnet excitation pattern can be changed graphically with mouse or direction keys.
The UNIX applications first took the user interfaces from the existing system. After the transformation of
the GUI, subsequent replacement of the hardware can be made transparent to the operator. The
applications described below have become much more effective, both during operation and machine
studies. Graphical interaction already speeds up parameter changes and increases operator efficiency,
even though they are not yet complete.

*Magnet Control.*

The KEK-PS magnet control system has been transferred to the UNIX system and partly unified. Fig. 2
shows the GUI display for the magnet cycle pattern controller.

The power supplies for the magnets are distributed in the auxiliary rooms and the excitation patterns are
given from the DAC modules located in the VME/satellite system. Ethernet has not reached all the
auxiliary rooms yet, so most of the DAC modules are left on the original system. Although only the user
interface was replaced, operation became easier and more efficient, especially for the magnets for slow
beam extraction. With the screen editor, the operator can edit the magnet pattern directly on the display.
It is easy to learn and easy to use. Since all the functions were transferred from the former interface, the
operators do not have to interact with VersaDOS.

*Closed-orbit correction.*

The closed-orbit correction (COD) system [2] has also been transferred to UNIX. The KEK-PS main ring
has 56 beam position detectors and 28 steering magnets, in both vertical and horizontal planes. Taking
into account the lattice parameters, the required correction fields are calculated from the orbit position
data. In the early days, although the orbit was measured at 56 points, it was difficult to solve the 56x56
matrix to obtain the correction fields in a restricted time and memory space, so only half of them were
used. Now it is easy to solve it, resulting in an orbit control to within 1 mm, as shown in Fig. 3.
During accelerator studies, it is often necessary to make a bump or correct the orbit due to a change of operating conditions. Unfortunately, this is not simple with the existing system, since the beam position monitors and the steering magnet power supplies in four auxiliary rooms are controlled by the VersaDOS system. It will take time to convert the whole system to UNIX, although most of the modules are available.

Figure 3. GUI of COD analyzer

Yellow points: Measured orbit position
Red points: Calculated error fields
Green lines: Reconstructed orbit from error fields
Injection Error Monitor.

Unlike the applications described above, the injection error monitor [3] has been transferred entirely to the UNIX environment.

The standard data acquisition system UNIDAQ [4], which was based on LynxOS, was also available on HP742rt/HP-RT. HP742rt is a VME board computer and HP-RT is a Hewlett Packard operating system. The requirement for read-out capability increases with the length of the accelerator cycle and the data size. A RISC/UNIX system has a high cost/performance ratio for data analysis and networking, but the standard UNIX system is not suitable for fast data acquisition because it does not have preemptive scheduling, which is required for a real-time system. A number of vendors are now offering real-time UNIX which satisfy the above requirement.

The speed of data acquisition from CAMAC by HP-RT on a UNIDAQ system has been measured [5] to be:

\[
\begin{align*}
\text{CAMAC access time} & \quad 20 \, \mu\text{s for single action} \\
\text{Interrupt handling} & \quad 65 \, \mu\text{s.}
\end{align*}
\]

The injection error monitor requires the measurement of the beam position at two points in the ring, where the betatron phase advance is not a multiple of \(\pi\) in order to get the beam trajectory in horizontal and vertical phase space.

A fast position monitor is shown in Fig. 4. It used four wall-current type position detectors with signal pickups. The beam signals are stored in dual-channel ADC modules, LeCroy 6841, which have a 128 kB memory for each channel. Four of these are used for position detection at two positions in the two planes. The signals from these are transmitted to the HP742rt through the VME/CAMAC bus connector and analysed to give the beam position. The data is reduced and transferred to the UNIX system, using NFS.

The cycle time of the main ring is about 4 seconds. A maximum of about 800 turns of phase space trajectory can be traced per cycle, as shown in Fig. 5.

The maximum number of traces is limited by the data transfer rate from the LeCroy 6841 to the HP742rt, the signal processing software and the memory size of the ADC modules. In practice, only several tens of turns are necessary to define the injection error and calculate the correction required. This monitor has played an important part in the injection studies at the KEK-PS main ring.

SUMMARY.

The evolution in computers and networks has brought many advantages for accelerator control systems. The time has come for the control system for KEK-PS to be upgraded, and the work has been started. The workstation-based control system provides useful accelerator study tools. Three of these have been implemented: the injection error monitor, the closed-orbit analyzer and the magnet pattern controller. The last two still have some inconveniences resulting from the earlier control system. It is hoped to convert further to the UNIX system in the near future.
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Figure 4. Fast position monitor
Figure 5. Horizontal betatron oscillation

Color points: Trajectory in phase space
(First 10 turns are emphasized by other colors.)
x-axis: Position [mm]
y-axis: Angle [mrad]
Lines: Controllable coordinates by injection magnets.
Line cross indicates the beam injection.